
Chapter 6: Link Layer and LANs 

[6.1] introduction  
-​ LINK LAYER is layer 2 of OSI MODEL 
-​ responsible for moving datagram(network layer packet) from one physically 

adjacent node to another over a single communication link! 
 

⭐key terminology: 

1.​ Nodes: devices that use a link-layer protocol 
-​ Hosts(end devices) + routers (forwarding devices) 

2.​ Links:  physical communication channel between 2 adjacent nodes 
-​ WiFi link, Ethernet cable, fiber link 

3.​ Frame: link layer encapsulates IP datagram into a frame 
-​ Adds header (MAC addr,error checking bits etc) 
-​ Adds trailer (eg CRC) 

 
🔴 Important Concept: 
⇒  A datagram travels hop-by-hop. At each hop, the link layer moves it from one 
device to the next.  
⇒ link layer’s only job is to handle node-to-node delivery 
⇒ The network layer (IP) chooses the path, but the link layer handles hop-to-hop 
transport. 
 

 Example: Sending Data in a Company Network  

-​ Imagine a wireless laptop sending data to a server.  
-​ The datagram might travel through 6 different links, such as: 

 1. WiFi link (host → WiFi AP)  
2. Ethernet (AP → switch)  



3. Switch → router  
4. Router → router  
5. Router → switch  
6. Switch → server  

-​ On each link, the data is encapsulated inside a link-layer frame and sent 
-​ Each link may use different link-layer protocol 

 

👏Each link-layer protocol provides different services 

Examples: 

●​ Wi-Fi: unreliable, wireless, must handle interference, collisions 
●​ Ethernet: reliable enough, wired, low error rate 
●​ Cellular: high error rate → strong error detection/correction 
●​ Fiber: extremely low error rate → minimal link-layer reliability needed 

 

⭐ Link layer: services 

1.​ Framing  
-​ Sender encapsulates datagram inside a frame 
-​ FRAME contains: MAC addr srs / dest, type field (ipv4,ipv6,ARP),error 

detection bits (CRC) 

2.​ Link access (Medium Access Control MAC) 
-​ Decided who gets to send next on a shared link 
-​ If it’s a point-to-point link (just two nodes), no conflict → send anytime 
-​ If many nodes share the same link (WiFi, Ethernet LAN), collisions can 

happen 
-​ MAC protocols prevent chaos by controlling access. 

3.​ Reliable delivery b/w nodes 
-​ Wireless links have high error-rate 
-​ Some link-layer protocols guarantee error-free delivery over a link, by 

sending ACKs and retransmission if needed (like TCP) 



-​ Not used in wired links (Ethernet), cuz errors r rare so it would just be 
unnecessary overhead! 

Q. Why do we sometimes use both link-layer and end-to-end reliability? 

-​ Transport-layer reliability (TCP) ensures end-to-end correctness. 
-​ Link-layer reliability helps when: 

i.​ Channel is noisy (wireless) 
ii.​ Retransmitting a small hop is cheaper than TCP retransmitting a 

large path 

4.​ Flow control 
-​ Ensures sender does not overwhelm receiver. 

5.​ Error detection 
-​ Detect bits corrupted due to noise, signal issues,interference 
-​ Uses: CRC (CYCLIC REDUNDANCY CHECK), checksum 

6.​ Error correction 
-​ Sender includes ERROR-CHECK BITS (CRC) 
-​ Receiver checks them 
-​ If error: 

-​ It can detect 
-​ ORR detect + correct (some protocols) 

-​ Link layer error detection is more powerful than transport layer 
-​ can fix certain errors without retransmission. 

7.​ half -duplex & full-duplex 

 
 



⭐Host Link layer IMPLEMENTATION 

Q. Where is link-layer implemented? 

⇒ implemented in both hardware and software 
[hw implementation] 

-​ In every host,router, NIC Network interface Card 
-​ NIC handles→framing,link access(MAC),error detection,sending/receiving 

frames! 
-​ NIC is usually built into the motherboard / separate network card 

[sw implementation]  sw in OS handles: 
-​ Assigning link layer addr 
-​ Communicates w NIC 
-​ Handles interrupts 
-​ Passing datagrams up to Network layer (IP) 

 

⭐Interfaces Communicating 

Sending Side 

1.​ IP layer passes datagram to 
link layer. 

2.​ Link layer: 
○​ Puts datagram into a 

frame. 
○​ Adds MAC addresses. 
○​ Adds CRC for error 

detection. 
○​ Implements flow 

control if needed. 
3.​ Frame is sent to physical 

layer to transmit bits on 
channel. 

 

Receiving Side 

1.​ Bits are decoded by a 
physical layer. 

2.​ Link layer at receiver: 
○​ Checks for errors (CRC) 
○​ Performs flow control 
○​ Removes framing fields 

3.​ extracts datagram and 
passes it to network layer (IP)​
 



[6.2] Error detection and Correction 
 ⇒When two nodes (like a host and a switch) communicate, the bits they send can 
become corrupted due to noise or interference. The link layer adds special bits to 
help the receiver detect or even correct these errors. These special bits are called 
EDC (Error-Detection and Correction bits) 
⇒ larger EDC fields = better detection n correction 
 

 
 
 



⁉️ Parity checking  

1️⃣SINGLE BIT PARITY: 

-​ Detects single bit errors 
-​ Can detect ODD no. of bit errors, because flipping an odd number of bits 

changes the overall parity. 
-​ Cant detect even num of bit errors: Because flipping an even number of bits 

keeps the overall parity the same, so the receiver thinks “No error.” 
EVEN PARITY: 

-​ Count num of 1s 
-​ Add 1 extra bit either 0/1 so total number of 1s becomes even 

 
-​ RECEIVER: 

​ ​ ​ # counts num of 1s 
​ ​ ​ # if total is NOT EVEN → ERROR detected 

2️⃣ 2D PARITY: 

-​ Helps detect and correct some errors [wo retransmission] 
     ⇒ HOW IT WORKS: 

-​ Arrange data bits into a table with rows and columns 
-​ Calculate parity for each:  

-​ Row parity  
-​ Column parity 

-​ So extra bits = i row parity + j column parity + 1 overall parity  
-​ If a single bit flips:  

-​ One row parity fails  
-​ One column parity fails  
-​ Intersection = location of the flipped bit 

👉 The receiver knows the exact bit that changed → it can fix it.  



 

Capabilities: 

·   ​ Detect + correct 1-bit 
errors (FEC) 

·   ​ Detect 2-bit errors (but 
cannot correct) 

·   ​ Useful to understand 
Forward Error Correction 

 

 

 

🍭 Forward Error Correction (FEC) 

-​ FEC allows the receiver to fix errors by itself, without asking sender to resend. 
-​ Benefits: 

-​ No need to wait for retransmission 
-​ Useful for: 

-​   Real-time applications (voice, video) 
-​ Deep-space communication (large delay) 

 

 

 

 



‼️ Internet checksum  
-​ Detects errors(flipped bits) in the transmitted segment! 
-​ Used in transport layer 
-​ Not v strong compared to CRC 

 

 

 
 
 



 
 

 

 

 

⁉️Cyclic Redundancy Check (CRC) 
-​ Most powerful error detection method 
-​ Used by: WIFI, Ethernet etc 
-​ Can detect burst errors of length <= r bits , longer errors, all single bit errors  
-​ Implemented in hw → therefore its fast 



⭐ 1. CRC — Sender Side Steps 

Given: 

●​ D = data bits 
●​ G = generator polynomial (of length 

r+1 bits) 
●​ r = number of CRC bits = length(G) − 1 

 

 

 

 

⭐ 2. CRC — Receiver Side Steps 

 
 



 
⇒ solved 

 
 
 
 
 
 
 



[6.3] multiple access links and protocols 
2 types of links: 

1.​ Point-to-point links  
-​ Only 2 devices share the link! 
-​ 1 sender 1 receiver 
-​ Eg: cable connecting host ←→ switch  
-​ No collisions bec of dedicated path + no need for channel sharing 

 

2.​ Broadcast links (shared medium) 
-​ Many devices share 1 communication channel 
-​ Collisions can occur bec 2 or more devices send at the same time →  

MULTIPLE ACCESS PROBLEM 
-​ Eg: wifi, 4G/5G, old school ethernet 
-​ Requires a MAC PROTOCOL to manage access 

⭐Multiple Access Protocols 

-​ A broadcast channel means: 
●​ All nodes transmit into the same shared medium 
●​ If two nodes transmit simultaneously:​

 → signals interfere​
 → collision occurs​
 → data is corrupted​

 

 

 

 



⇒ Core Job of a MAC Protocol: 

-​ distributed algorithm that decides when each node is allowed to transmit so 
the shared channel is used efficiently and collisions are minimized or 
handled. 

-​ No central controller, no separate coordination channel exists! 
 

⚡An ideal multiple access protocol 

-​ multiple access channel of rate R bps 
-​ Single active node → gets full rate R 
-​ M active nodes → each gets R/M 
-​ Fully decentralized! No synchronization 
-​ Easy to implement, low overhead + scalable 
 

⭐MAC protocols: taxonomy 
1.​ Channel partitioning  
2.​ Random access 
3.​ Taking turns 

 

1.​ Channel partitioning  
-​ Channel divided into non-overlapping pieces→ allocation for exclusive use 
-​ Ways to partition: 

●​ TDMA → Time slots 
●​ FDMA → Frequency bands​

CDMA → Code sequences 
-​ No collision → PROS 
-​ Bandwidth might be wasted if there's nothing to send → CONS 
-​ ✔ Efficient & fair at high load 

 



2.​ Random access 
-​ Channels NOT DIVIDED 
-​ Fully decentralized 
-​ Highly efficient when few nodes r active 
-​ CONS: collisions reduce bandwidth efficiency!  
-​ Allow collisions, cuz nodes can transmit whenever they want 
-​ When a node has to send data, it transmits immediately at full channel rate 

R 
-​ No prior coordination between nodes, so collision occurs if 2 nodes send at 

the same time 
-​ Recover from collisions via delayed transmission 
-​ Uses protocols to recover from collisions : ALOHA, slotted ALOHA,CSMA /CD 

[ethernet] , CSMA /CA[WiFi] 
-​ ✔ Efficient at low load (one node can use full bandwidth) 
-​ ✘ Inefficient at high load due to collisions 

 

3.​Taking turns 
-​ Nodes take turns transmitting  
-​ Nodes with more data get longer turns 
-​ No collision 

 

🕑Channel partitioning MAC protocols: TDMA 
TDMA ⇒ TIME DIVISION MULTIPLE ACCESS 
-​ Access to channel is divided into time slots 
-​ A full set of slots = a frame 
-​ Each node gets one fixed time slot per frame 
-​ No collisions + fair 
-​ Insufficient if many slots r idle/go wasted 

Example: 



●​ 6-station LAN 
●​ Only stations 1, 3, and 4 have data to send, Slots 2, 5, 6 remain idle (wasted)​

 

 

📈Channel partitioning MAC protocols: FDMA 
FDMA ⇒ frequency division multiple access 
-​ Channel bandwidth is divided into multiple frequencies 
-​ Each node gets a fixed frequency band 
-​ unused transmission time in frequency bands go idle → wasted bandwidth  
-​ No collision 

 
-​ example: 6-station LAN, 1,3,4 have packet to send, frequency bands 2,5,6 idle 

 
 

⭐Slotted ALOHA  

Assumptions:  

-​ All frames have same size 
-​ Time divided into equal sized slots 
-​ 1 slot = time to send 1 frame 
-​ Nodes are time synchronized 
-​ If 2+ nodes transmit in the same time slot → collision! 



-​ node transmits only at the beginning of a slot 

 

Operation  

-​ Node gets a NEW FRAME? → send it in next slot 
-​ If no collision → success → node can send again next slot. 
-​ If collision → node retransmits in each next slot with probability p 

(randomization prevents repeated collisions). 

 
➡️ A collision occurs → the frame is lost. 
➡️ Each node must retransmit the SAME frame. 
➡️ But it must NOT retransmit immediately, otherwise they would collide 
again. 
 
How do nodes avoid repeated collisions? They wait a random amount of 
time before trying again. 

●​ After a collision, each node tries again in each future slot with 
probability p. 

●​ That means: 
○​ With probability p, it retransmits in this slot. 
○​ With probability 1 − p, it waits until the next slot. 

This randomness ensures: 

●​ Nodes do not retransmit in the same slot again. 
●​ Eventually one node transmits alone → success. 



 

PROS & CONS  

PROS CONS 

-​ 1 node active? Can transmit at full 
channel rate 

-​ Decentralized 
-​ V simple protocol 

-​ Collisions → wasted slots 
-​ Idle slots → waste capacity 
-​ Requires clock synchronization 

 

EFFICIENCY 

Efficiency = long-run fraction of slots that contain a successful transmission. 
⇒ Slotted ALOHA uses channel 37% efficiently. 
⇒ The remaining 63% of slots are collisions or empty. 

 
 
 
 
 



⭐ Pure ALOHA 
-​  Unslotted! + no synchronization needed 
-​ When frame first arrives, transmit immediately  
-​ More collisions cuz no synchronization 
-​ This doubles the collision probability compared to Slotted ALOHA. 
-​ Since collisions are DOUBLED, efficiency is now HALF of that of slotted aloha 
-​ Maximum efficiency = 18%   [1 / 2e] 
-​ 82% wasted due to collisions or idle time 

 

 
 



 

⭐CSMA (Carrier Sense Multiple Access) 
-​ Listen bfr transmit 
-​ Check if channel is idle, if yes → send frame, If channel is busy → wait until it 

becomes idle 
-​ NOO INTERRUPTION! 

PROBLEM? 
-​ COLLISIONS can still occur 
-​ Reason? propagation delay 

-​ Node A senses idle and starts transmitting. 
-​ Before A’s signal reaches Node B, B senses idle too and starts 

transmitting. 
-​ Their signals collide in the middle. 

-​ Entire packet transmission time is wasted. 
-​ Longer distances → higher propagation delay → more collisions 

 

⭐CSMA /CD (collision detection) 
CSMA/CD = CSMA + Collision Detection 
-​ Used in ETHERNET 
-​ Reduces amount of time wasted in collisions as it aborts transmission on 

collision detection FORANNN 

✔ What CSMA/CD Adds: 

●​ Node listens while sending. 
●​ If it detects another transmission while sending→ collision detected. 
●​ It aborts transmission immediately (don’t waste time sending whole frame). 
●​ Send a jam signal to notify others. 
●​ After abort → use Binary Exponential Backoff → wait for t time then start 

listening bfr sending again 
 



⭐ What is Binary Exponential Backoff? 

-​  algorithm used in Ethernet CSMA/CD to decide how long a node 
should wait before trying again after a collision. 

-​ 🎯 Goal: Reduce repeated collisions when many nodes are trying to 
send. 

-​ backoff window doubles every time → exponential! 

​  

 
 

Why CSMA/CD Cannot Be Used in Wi-Fi: 

-​ Wifi is half-duplex!!! Cant listen and transmit simultaneously  

📐 Efficiency Formula 

 
t�ᵣₒ� = maximum propagation delay between any two nodes in the LAN 
tₜᵣₐₙₛ = time to transmit a max-size Ethernet frame 



 

 

✔ CSMA/CD is FAR more efficient 

✔ Cheaper, simpler, and fully decentralized 

✔ Works much better than ALOHA under all LAN conditions 

 

 

 



⭐CSMA /CA (collision avoidance) 

●​ Random backoff before transmitting 
●​ Optional RTS/CTS handshake 
●​ Acknowledgements (ACK) 
●​ Inter-frame spacing rules 

Wi-Fi uses CSMA/CA because collision detection is impossible in wireless. 

 

⭐ “Taking Turns” MAC Protocols 

-​ No collisions (like partitioning) 
-​ High utilization even with few active nodes (like random access) 
-​ Two main examples: 

1.​ Polling 
2.​ Token Passing 

1️⃣ Polling (Centralized “Taking Turns”) 
-​ A central controller (switch/server) decides who transmits. 
-​ Single point of failure + polling overhead + latency [if many devices, a node 

might wait long to be polled] 

-​ sequentially polls each device: 
●​ “Do you have data to send?” 
●​ If yes → the device transmits 
●​ If no → controller polls next 

device 

 

 



 

2️⃣Token Passing (Decentralized “Taking Turns”) 
-​ a token circulates among nodes in a predefined order (often a logical ring). 
-​ A node may transmit only when holding the token. 
-​ After transmitting (or if it has nothing to send), it passes the token to the next 

node. 
-​ No collisions+ Fair: every node gets a turn + Efficient at high loads 
-​ Token overhead + latency + single point of failure [token lost? Or node fails] 

 

⭐Cable Access Networks (DOCSIS) — Combination of 
FDM, TDM, and Random Access 
⇒ usaid VM [slide 37] 

 
⇒ FDM ⇒ used for downstream (broadcast) 
⇒ fdm makes multiple channels for upstream → where TDM and random 

access protocols are used! 



-​ upstream capacity is always smaller than downstream. 
-​ upstream is a shared, contention-based environment. 

 

🏄 SUMMARY 

 
 

[6.4]LANs  

⭐ IP Address  
-​ 32 bit 
-​ Network layer 
-​ used for routing across networks (end-to-end) 
-​ Logical addr, changes when u move to a diff network 
-​ Identifies device location in network 
 

⭐ MAC Address 
-​ 48 bits 
-​ LAN address, Ethernet address, physical address. 



-​ Used locally within the same LAN to deliver frames from one interface to 
another physically connected interface 

-​ 1A-2F-BB-76-09-AD ⇒ Hexadecimal notation (each digit = 4 bits) 
-​ Hard coded into NIC ROM (Network Interface Card - Read Only Memory) 
-​ Globally unique! 
-​ Enables frame delivery within the same subnet (same LAN). 
-​ MAC addr allocation administered by IEEE 
-​ Manufacturer buys a block of mac addr space →OUI (Organizationally Unique 

Identifier) → to ensure uniqueness  
-​ flat address = no hierarchy (no region, subnet, location info). 
 

⭐  ARP → ADDRESS RESOLUTION PROTOCOL 

-​ Given an IP address → find the corresponding MAC address inside the same 
LAN. 

-​ Every host/router has an ARP table: IP address | MAC address | TTL (time to 
live)( ~ 20mins) 

ARP protocol in action  

 



 

 
 

Routing to another subnet: addressing 

If A and B are in different subnets, A CANNOT ARP for B's MAC. 
Instead, A sends the frame to its router (default gateway). 

⭐ Scenario: A wants to send to B in another network 

A’s IP: 111.111.111.111​
 B’s IP: 222.222.222.222​
 They are in different subnets. 

Router R connects the two networks.  
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⭐  Ethernet: 
-​ dominant wired LAN technology 
-​ Simple and cheap + high speed upto 400 Gbps 
-​ A single Ethernet NIC (e.g., Broadcom BCM5761) can support multiple speeds. 

 

⇒ Ethernet Frame Structure 

Ethernet frame wraps the IP packet before transmission. 

 



 

 
 

 Ethernet is Unreliable and Connectionless 

-​ No handshake b/w sender n receiver 
-​ Frame corrupted? Receiver drops it → No ACK/NAK sent 
-​ TCP handles retransmission if needed 

 



 

 

 

 
 
 
 
 



🌟 Ethernet Switch 
-​ Stores and fwds ethernet frames! 
-​ Examine the destination MAC in each frame 
-​ Fwd frames out of the correct port 
-​ Use CSMA/CD only on half-duplex links 
-​ Transparent → hosts don’t know switches exist 
-​ Plug-and-play → no configuration required 
-​ Self-learning → builds its own forwarding table automatically 

 
⇒ Switches allow multiple pairs of hosts to communicate at the same time without 
collisions. 

-​ Each host has a dedicated link to the switch 
-​ Each link is its own collision domain 
-​ Links operate in full-duplex → no CSMA/CD needed 
-​ Switch buffers packets internally 
-​ Soo, hosts can send simultaneously and no collisions will occur! 

 
 
 



 

 

 

 



 

 ⇒ S4 is the core switch! 
 

 

🏫 UMass Campus Network  

⇒ A university campus network must support tens of thousands of 
users—students, staff, faculty—across many buildings. That requires a large, 
hierarchical network design. 

 
 



 



 
 

✅ Switches vs Routers  

→ both forward packets, but at different layers and using different logic. 



 
 

⭐VLAN: Single Broadcast Domain 
-​ All devices belong to one broadcast domain. 

 



 
 

⭐Port-Based VLANs 
–   A Virtual Local Area Network (VLAN) divides one physical LAN into multiple 

virtual networks. 

-​ Devices in different VLANs: 
●​ Cannot communicate without a router 
●​ Do not receive each other’s broadcast traffic. 

  
^^ Even though there is one physical switch, it behaves like two separate 

switches. 
 



 
 

⭐ VLANs Across Multiple Switches (Trunking) 

 
⇒ trunk port (red link) carries frames between VLANs defined over multiple 

switches  
-​ A normal Ethernet frame does not contain VLAN ID, so for this a trunk port 

uses 802.1Q tagging to add VLAN ID into the frame. 
-​ Trunk port carries frames from multiple VLANs on 1 link 
-​ Frames traveling between switches must carry a VLAN tag. 

 
 



 
 

⭐ EVPN: Ethernet VPNs (aka VXLANs) 
Q. What problem does EVPN/VXLAN solve? 

-​ A company may have two distant data centers 
-​ They want both sites to behave like one single Layer-2 network (same VLANs, 

same broadcast domain). 
-​ But they are connected through the Internet (Layer-3) — NOT a LAN. 

➡️ VXLAN is used to "stretch" Layer-2 across Layer-3 networks. 

-​ VLANs don’t scale across long distances, solution? VXLAN 

​
 It makes two remote Ethernet switches appear as if they are directly connected. 

1️ ⃣ Layer-2 switches logically connected using a Layer-3 underlay 

●​ The physical network is IP-based (Layer-3). 
●​ But VXLAN creates a virtual Layer-2 connection over it. 

This is like building a LAN on top of the Internet. 

 
 



 

 

 
 
 
 

[6.6]data center networking 
-​ A data center contains tens of thousands of servers placed very close to 

each other. Big companies like Amazon, Google, YouTube, Apple, Microsoft 
use them to run websites, apps, storage, and AI systems. Because these 
servers handle massive numbers of users at the same time, the network 
inside the data center must be very fast, reliable, and scalable. 

 



 

 
 
 



⭐ Leaf–Spine Architecture (modern data centers) 

 
-​ Instead of a 3-tier structure, modern data centers use a 2-tier leaf-spine 

design 

 
 

🌐 Facebook Datacenter Network (F16 Topology) 
-​ massively scalable network  
-​ connects hundreds of thousands of servers with high bandwidth and no 

single point of failure. 

1️⃣ Top-of-Rack (TOR) Switches 

●​ Every server rack has one TOR switch. 
●​ ground floor where traffic starts. 



2️⃣ Fabric Switches 

●​ Middle layer that interconnects all TOR switches to all spine switches. 
●​ Provides load-balanced paths for traffic. 
●​ Ensures that data can travel multiple ways without congestion. 

3️⃣ Spine Switches 

●​ Very high-speed switches at the top. 
●​ Every fabric switch connects to every spine switch. 
●​ They provide the core connectivity of the whole data center. 
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